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Abstract

This paper describes a physically based three-dimensional bioenergetic model for prediction of physical habitat quality for
drift-feeding juvenile salmonids in a river. A three-dimensional Computational Fluid Dynamics (3D-CED) model {s used to sim-
ulate hydraulic pattems in a 50 m reach of the Bere stream, Dorset, UK. This information is then combined with a bicenergetic
model that uses behavioural and physiological relationships to quantify the spatial pattern of energy gain when drift feeding. The
model was tested by comparing patterns of predicted energy intake with observed habitat use by juvenile salmonids at different

times of day.

Hydraulic measurements ot predictions are required as input to bioenergetic models to calculate the foraging range of the fish.
Horizontal and vertical velocity gradients can be high and variable in shallow streams with complex topography and roughness
zones. In this paper, a {hree-dimensional hydrautic model enables more realistic calculation of the foraging area of the fish. This
takes account of the complexity of horizontal and vertical velocity gradients. Numerical experiments are used to demonstrate the
sensitivity of energetic gain to changes in the method of calculating foraging area. Results support the hypothesis that feeding
fish preferentially select areas of high energy gain, but move to areas of lower velocity when resting.

© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Assessment of physical habitat in rivers is of-
ten used as a method for determining the impacts
of management, such as flow regulation {Acreman
et al.,, 2000) or river restoration (Maddock, 1999),
on communities and species of interest. Most com-
monly, physical habitat modelling has made use of
pseudo two-dimensional, empirically based models,
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such as PHABSIM (PHysical HABitat SIMulation)
(e.g. Bovee, 1982; Elliott et al., 1999). This approach
uses modelled distributions of depth, velocity and
substrate to define areas of useable physical habitat.
Modelling physical habitat allows assessment of habi-
tat conditions beyond their measured range. However,
these approaches may be criticised for including hy-
draulic modelling approaches that are not physically
based (Booker, 2003), employing Habitat Suitability
Indices (HSIs) that are often not fully tested (Gore
and Nestler, 1988) and relying on at-a-point assess-
ments of physical habitat that are not spatially related
(Crowder and Diplas, 2000a).
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The spatial distribution of physical habitat condi-
tions in rivers 1s 2 function of hydraulic, sedimen-
tary, morphological and cover conditions (e.g. Binns
and Eiserman, 1979; Jungwirth, 1988; Parasiewicz and
Dunbar, 2001). Organisims, such as fish, make use of
this template for different activities and life stages
(Shirvell and Dungey, 1983; Heggenes and Saltveit,
1990). Development of habitat modelling approaches
that capture the spatial distribution of habitat are nec-
egsary for anderstanding of ecological processes. Fur-
ther, many management options involve changes to 2
system that g0 beyond the experience of natural con-
ditions and this requires the development of numerical
modelling tools.

A great deal of research has been conducted into
feeding (e-8. Wankowski, 1979), habitat use (e.g
Armstrong et al., 2003), spawning (e.g. Soulsby et al.,
2001; Volpe et al., 2001) and physiology (e.g. Lin
et al., 2003) of salmonids in freshwater. However,
assessment of juvenile salmonid habitat quality to
support water management decisions remains dif-
ficult. Heggenes (1996) stated that unless dynamic
aspects of habitat selection are incorporated into the
habitat models the long-term predictive utility of
habitat-hydraulic modelling is limited. An alternative
to describing habitat use by empirical functions is
1o explain habitat use and growth by quantifying the
balance between encrgy gained through feeding and
energy lost through swimming, digestion, food cap-
ture, growth, reproduction, urine and faeces (Fausch,
1984). Such an energetic approach can be physi-
cally based by including the environmental factors
that influence fish survival and growth {Hayes et al,,
2000). This has the advantage of providing spatially
continuous patterns of habitat necessary for creat-
ing individual-based models (IBMs) (Grimm, 1999;
Scheibe and Richmond, 2002) of fish life histories
and populations. Physically based approaches also
provide the predictive capability necessary to inform
managers of the potential effects of future changes
in the environment, such as those caused by climate
changes or water abstraction.

Bioenergetic models have been developed for predi-
ction of microhabitat use (e.g. Hughes and Dill, 1990;
Hughes, 1992; Hill and Grossmar, 1993; Guensch
et al,, 2001) and long-term growth (Clark and Rose,
1997; Railsback and Rose, 199%; Hayes et al,, 2000)
for salmon and trout in rivers. However, most of
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this research has relied on field measurement or hy-
pothetical hydraulic nput, prohibiting spatially con-
tinuous calculations. One exception 18 Hayes et al.
(2003) who utilised two-dimensional hydraulic model
predictions as input to 3 drift dispersion model and a
bioenergetic drift-feeding model. The most important
factors in the bioenergetic balance of drift-feeding
fish are temperature, food supply, swimming activity
and the hydraulics acting upon the fish. Information
relating to the spatial and temporal variations in these
variables could be gained from field measurements
alone, However, repeated measurement would be ex-
pensive and lack the predictive capability required
for water resource assessment and the spatial and
temporal information required for iIBMs.

Following field-based approaches, models of juve-
nile salmonid habitat quality have traditionally been
based on measurements recorded at locations where
fish have been found (e.g. Beecher et al,, 2002). How-
ever, juvenile salmonids drift feed over 20 area across
which hydraulic conditions may vary. It is logical that
habitat quality should not just be defined by condi-
tions at the location where the fish 18 found, but also
by those surrounding the fish. Coupling of spatial
hydraulic and bioenergetic models therefore allows
a spatial agsessment of energy gain for drift-feeding
fish. This can be compared with measured locations
of fish to test whether fish select areas of river with
high predicted energy gain.

This paper describes the formulation and testing
of a physically based bioenergetic model that can be
used to predict encrgy gain for juvenile salmonids.
The aim of the work is to demonstrate that knowledge
of the processes controiling hydraulics and physiol-
ogy can be combined in order to produce testable
physically based habitat predictions.

2. Methods
2 1. Field methodology

The study reach was a 50m length of the Bere
stream, Dorset, UK, approximately 1 km upsiream
of its confluence with the Raver Piddle (NGR
9Y859922). The reach of interest contained ghdes,
riffles and pools. Substrate was predominantly fine
gravel in the size range of 2-64mm although some
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discrete areas of sand and silt were present. There was
no vegetation rooted to the river bed although tree
branches were present in the channel. The channel
was approximately 5m wide,

Juvenile trout and salmon were located by direct
observation by upstream snorkel diving. The entire

river bed was searched for fish. Each fish was ob-
served for 2 min. If the fish was actively searching
the water column or intercepting drift it was recorded
as feeding. Other fish that appeared to be static or not
scarching the water column were recorded as resting.
The location of the fish, its length, species and activ-
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Fig. 1. Histogram of fish sizes observed on each occasion (white bars: resting, gray bars: feeding).
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ity were recorded (Fig. 1). The positions of all fish
were recorded using a Zeiss Elta total station. This
procedure was repeated on six occasions (Table 1).
Permanent survey markers were used to ensure all
measurements were made to a consistent site datum.
The six occasions were at different times of the year
and time of day.

Invertebrate drift was sampled to provide input to
the bioenergetic model. Drift was sampled durin g each
fish observation occasion, at a single location in the
deepest part of a glide S0m upstream of the reach
where fish were observed. A single net with a square
mouth of 1 m x 1 m and ! mm mesh size was placed
in the centre of the channel with one side flush with
the river bed, and the opposite side above the water
surface (Elliott, 1970). Sampling occurred for the en-
tire time that the fish were observed. Water velocity at
the mouth of the net was measured using a Valeport
801 electromagnetic current meter to estimate volume
of water sampled. Macroinvertebrates were counted,
identified to family level and their length measured.
The majority of the taxa were Ephemeroptera (39%),
Crustacea (Gammarus pulex) (31%), terrestrial insects
(13%) and Diptera (8%). For each size class denoted
in Table 1 the density was calculated according to

Hobs
VAt (1)

Rdensity =

where the number of prey in each cubic meter of water
i8 Mgensity, Hobs 15 the number of prey caught, 4 is the
net area, lohs 1S the total measurement time and v is
the velocity at the net.

A Campbell CR10 logger was instalied at the site,
allowing continuous measurement of water tempera-
ture, stage (through a pressure transducer), light (in
terms of solar energy) on the bank, turbidity and pH.
Measurements were taken every 10s, averaged and
logged hourly.

2.2. Hydraulic simulation methodology

The SSIIM Computational Fluid Dynamics (CFD)
model was used to simulate patterns of hydraulics
for this investigation (Olsen, 1996, 2000). The
model uses a finite difference approach to solve the
three-dimensional Navier—Stokes equations, with a
two-equation k-¢ turbulence closure model (Olsen
and Stokseth, 1995; Booker et al., 2001; Harby and
Alfredsen, 1998; Booker, 2003),

Table |

Measured conditions, fish activities and drift densities

Adensiny (animals per m®)

Fish activities

Snorkelling conditions

Prey sizes (mm)

(number of fish)

Feeding Resting Total 0-4.9 5-70 899 10-11.9 12-149 15-19.9 20-30
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co
15
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Stage above
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Measurement locations
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Fig. 2. Topography measurements, roughness zones, the numerical
grid and the topography at the site.

A total of 835 topography points were measured
at the site using a Zeiss Elta total station (Fig. 2).
The approximate point density of these measurements
equates to a measurement every 0.31 m?, A numerical
grid required to run the model was then ereated from

Table 2
Roughness sizes set for each roughness zone

Zone Roughness Multiplier Sediment size,
height, & (m) Dgy (m)

Fines 0.0105 3.5 0.003

Sand 0.021 35 0.006

Gravel 0.105 315 0.03

Banks 0.400 n/a nfa

these topography data. The positions of tree branches
on the river bed were also measured using the total sta-
tion and, where possible, were included in the topog-
raphy data set. The numerical grid was a 287 x 40 x 7
matrix of 80,360 cells. The dimensions of each cell
were approximately 0.15m x 0.12m x 0.10 m. Rules
for grid quality outlined by Bernard (1993) and re-
peated by Lane et al. {1999) were followed in grid
design.

Distinct zones of fine silt, sand and gravel were
present at the site. The locations of these zones were
surveyed in the field and used to set the spatial distribu-
tion of k; (roughness height) in the model (Fig. 2 and
Table 2). Roughness height parameters were set based
on 3.5Dg4 (cf. Hey, 1986; Clifford et al., 1992). This
method of roughness characterisation takes account
of particles larger than the median having a greater
influence on flow resistance (Leopold et al., 1964).
Table 2 shows the sediment sizes for Dgq of each sed-
iment type and the &; values used for each zone. Bank
roughness was set to 0.4 m to reflect the strong rough-
ness effects of twigs and branches along the banks.
This high value of bank roughness corresponded
well with measurements of slow near-bank velocity.
At the upstream boundary a uniform cross-stream
velocity pattern was imposed, with vertically vary-
ing downstream velocity defined by the logarithmic
profile, and zero cross-stream and vertical velocities.
The pressure coupling method described by Booker
(2003} was used to calculate a free water surface
elevation.

The utility of three-dimensional CFD (3D-CFD)
applications can be enhanced by demonstrating the
sensitivity of predictions to changes in the grid res-
olution (Hardy et al., 1999), treatment of turbulence
closure (Lane, 1998) and flow resistance (Nicholas,
2001). For example, Booker (2003) demonstrated
grid dependence experiments for CFD predictions for
habitat assessments during high flows. These types
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Fig. 3. The locations of the (ECM) velocity measurements at 0.52 m®s—!.

of assessments are not demonstrated in this paper;
however, predicted water surface elevations and ve-
locities were tested against field observations. Pairs
of measured downstream water surface elevation and
discharge were input to the model. Discharge was
calculated in all cases using the velocity—area method
(British Standard Institution, 1980). Water surface el-
evations throughout the reach were measured at flows
of 0.45m’ s~ (in July 2000), 1.01 m3s~! (in Febru-
ary 2000) and 0.52 m®s~! (in July 2001). Velocity
profiles were measured at 23 locations across five
cross-sections at the site at a flow of 0.52m? s~! dur-
ing a 2-day period in July 2001 (Fig. 3). Data from the
stage logger showed that water surface level did not
change over this period. At each location velocity was
measured at 0.05 m from the bed and every subsequent
0.05m in the depth profile using a one-dimensional
Valeport 801 electromagnetic current meter for a
duration of 60s. The position of each measurement
was recorded using the total station. For each mea-
surement the direction of flow was estimated with
reference to the angle between a streamer attached to
the current meter, and a tape measure stretched across

the stream to the nearest 5°, Velocity was measured
into the direction of flow. The locations of both ends
of the tape were measured and triangulation used to
find the direction of flow. One of these cross-sections
was located at the upstream boundary of the model,
whereas the other four cross-sections were distributed
throughout the model domain (Fig. 3). Measurements
at the upstream cross-section were taken to assess
the level of variation in velocity across the inflow
boundary.

2.3. Bioenergetic modelling methodology

Our bioenergetic model followed the conceptual
framework set out by Hayes et al. (2000). This ap-
proach used a trade-off between energy gained through
feeding and that lost through swimming costs of hold-
ing position and capture of food, as well as that lost
in digestion, faces and urine. The energy balance was
modelled using

Eper = Egross = Cswim — Ccapture - Edigestion
= Eytine — Efaces (2)
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(Hughes and Kelly, 1996). Table 3 shows symbols, Tabled o )
units and a description of each model variable. Phys- Symbols, units and description of model variables

iclogical relationships used in the model were: Symbol Units Description
-1 -
121 1 — e 92L6sh Epet Jh Net energy input
R = prey ( ) 3) Egross Jh! Gross energy input
100 Cewim Jh™! Swimming costs of holding position
. against the flow
(Hughes and Dill, 1990) Ceapture jn! The swimming cost incurred to
0.19 capture prey
Vmax = % ) Eigestion Jh! Energy lost through digestion
100 Eutine Jh~! Energy lost though urine and
Efaces Jh! Energy lost though faces
(JOI’ICS et al., 1974) T o _ Temperature
Lish cm Fish length
Lpreymax = 0.4515Lggh (5) Lorey mm Prey length
. Rdensity Number of prey in each cubic meter
(Wankowski, 1979 of water
3 B H m Distance from the fish snout to
Lprey min = 0.0115Lgsh (6) the bed
feapture 8 Capture and handling time
(Wankowski, 1979) R m Reaction distance
Ufish ms~! Fish nose velocity
Whish = 10(_4'419+2'733(103(Lﬁ5"))/10g(10)) (7) Vmax ms~! Maximum sustainable swimming
. speed
(Elliott, 1984) Lpreymax mm Minimum prey length
Loprey min mm Maximum prey length
0.019L2:46 When g Fish weight
Wprey N <. & (8) Worey z Prey weight
1000 Epre I Energy per individual
prey
Hcapture Total number of prey caught
(Smock, 1980) Drmax gh™! Maximum digestion rate
0.3818 7246 Egross max Jh! Maximum hourly consumption
Eprey = ——— T (%
prey 4.18

(Smock, 1980; Cummins and Wuycheck, 1971)

[(1.4905 W0.784 00687 £0.0259-0.005T,, . 100)/24]4.1868
Ceapture = foaptureMcapture fsh (10)
P prieTep 3600

(Elliott, 1976; Rand et al., 1993)

[(1.4905W0,78¢ g0-068T (0.0259-0.005T e o 100)/2414.1868
Cowim = [3600 — (ZeaptureNcapture )] . (an

3600
(Elliott, 1976; Rand et al., 1993)
Calculation of the total number of prey the fish could
cat in an hour varies with temperature, where
it (T > 6.7)and (T < 13.6) = Dpax

if (T >3.8)and(T < 6.6) = D
(T > )a ( = ) max - 3.384W2}?59 60_17]7" (13)

— 0654Wf?5h762 60'418T (12)
(Elliott, 1975) (Elliott, 1975)
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if (T = 13.7)and (T < 18.1) = Dpax

(Elliott, 1975)

Drax E

Egrossmax =5 (15)
Worey

Efaes = Egross(0.2127 70222 (0631, (16)

(Elliott, 1976)

Eytine = Egmss (0-0259T_0'58 3»0'299) (17)

(Elliott, 1976)

The model algorithms for capture costs and energy
intake were calculated separately for each prey size
{Table 1) and then totalied to calculate Epe. Locations
where local velocity exceeded vyax were modelled as
having zero Epe.

2.4. Sensitivity to capture area calculation method

Calculation of capture areas for bioenergetic mod-
elling requires an estimate of velocity. Velocity mea-
surements from the field (e.g. Hughes and Dill, 1990;
Guensch et al,, 2001) or flume (e.g. Metcaif et al.,
1997), hypothetical derivation (e.g. Hayes et al.,
2000} or predictions from two-dimensional hydraulic
models (Hayes et al., 2003) may be used, As a result
some model calculations have relied on at-a-poini
measurements whereas others have utilised the spa-
tially continuous information provided by hydraulic
modelling techniques. In this paper, we demonstrate
differences in bioenegetic predictions resulting from
the assumptions made in calculating the capture area.
Three methods of calculating the capture area are com-
pared.

For the first method a semi-circular capture area, 4,
was determined by calculating the maximum capture
distance, M, using measurements of depth-averaged
velocity, Vdepthav, and

R 2
M= JRZ _ ( vadepthav) (18)
max

(Hughes and Dill, 1990)

where Ryt is the reaction distance and Udepthay 18
the depth-averaged velocity. Allowing calculation of
a semi-circular capture area

A=mM? (19)

The swimming cost of the fish holding position was
calculated using a logarithmic law (Gordon et al.,
1992) to gain a value for the near-bed velocity that
the fish is experiencing. This approach assumes that
the depth-averaged velocity at the focal point of the
fish represents the average velocity in the capture area
and that the logarithmic representation of velocity pro-
files is accurate. All of these assumptions may to
some extent be invalid in natural streams (Lane et al.,
1999). A flat river bed is also assumed (e.g. Hayes
et al., 2000). The second method was the same as
the first, but allows truncation of the capture area
where it meets the bed, banks, surface or any com-
bination of these (e.g. Hughes and Dill, 1990). The
first and second methods could be applied using pre-
dictions from a two-dimensional hydraulic mode! or a
detailed set of mean column velocity measurements.
The third method utilised the three-dimensional infor-
mation provided by the hydraulic model. It was as-
sumed that a drift-feeding fish must face into the direc-
tion of velocity at the point where the fish is waiting,
The locations at which the fish can feed (making the
capture area) are then calculated in a plane that is per-
pendicular to the direction in which the fish is point-
ing. This is done by calculating the reaction distance
that would be required to catch prey at every point in
& grid, Ryistequired, Spanning this plane and then com-
paring this to the actual reaction distance, using

dz 0.5
Riistrequired == (1—“'(02‘7*3) (20)
- f max

where d; is the distance from the fish to any point, ,
in the plane and v; is the velocity at that location. The
fish can feed at any location where Ristrequired 18 less
than R. This method accounts for spatial variations in
velocity and therefore allows calculation of irregular
capture areas. The dischatge passing through the cap-
ture area is then calculated using the distributed ve-
locities within the capture area. This method will be
referred to as the RDrequired method.
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3. Results
3.1. Hydraulic model testing rvesults

Differences between observed and predicted water
surfaces were small in comparison to measurement er-
ror for measuring water surface elevations in the field
(approximately 30.005m) (Table 4). The difference
between observed and predicied water surface eleva-
tions was less than 0.005 m for 21 of all 31 compar-

Table 4
Comparisons of observed and predicted water surface elevation at
discharges of 0.45, 0.52 and 1.0]1 m®s™!

Discharge (m?s~!) Number of Distance Observed—
measurement  downstream predicted
() (m)
0.45 I 0.17 0.0026
2 13.24 -0.0057
3 27.53 0.0087
4 38.50 0.0074
5 48.26 0.0027
6 50.00 0.0020
Average difference 0.003
0.52 1 2.09 0.0000
2 4.53 —{.0027 .
3 523 0.0001
4 6.97 —0.0014
5 7.32 —0.0036
6 9.41 -0.0064
7 11.5¢ —0.0069
8 13.94 —0.0025
9 15.33 —0.0054
10 16.72 —0.0056
11 20.56 —0.001
12 23.34 —0.0055
13 28.57 —0.0029
14 34.84 —0.0043
is5 39.02 —0.0046
16 43.55 0.0019
i7 47.39 0.0000
18 50.00 0.0000
Average difference —0.0028
1.01 1 1.05 —0.0002
2 13.24 0.0097
3 28.40 0.6003
4 38.50 —0.0046
5 43.73 0.0029
6 48.78 0.0076
7 50.00 0.0000
Average difference 0.0022

isons. The largest difference between observed and
predicted was less than 0.01 m.

Observed and predicted maximum velocity at each
profile, as well as the cross-stream component, was
compared (Fig. 4). The form of predicted veloc-
ity profiles corresponded well with the observed.
Near-bed measurements were particularly well repli-
cated, although there were exceptions. A high degree
of correspondence for predicted and observed ve-
locity profiles, and in particular near-bed velocities
is a test of the realism of the roughness values em-
ployed in the model. Fig. 5 shows a comparison of
the measured and modelled velocity vectors for all
velocity measurements not positioned at the upstream
boundary. Results show that in general there was a
high degree of correspondence between observed and
predicted velocity as the regression line was close to
a one-to-one fit. The linear regression of predicted
{Uca1) and observed (Uyy,s) velocities,

Ugbs = 1.004U 5 — 0.024 (21)

had an 72 of 0.69. This level of agreement corresponds
well with published comparisons between CFD
predictions and observed velocities (Nicholas and
Sambrook Smith, 1999; Hodskinson and Ferguson,
1998; Lane et al., 1999),

3.2. Sensitivity to capture area calculation results

Fig. 6 shows results of predicted Epne; using three
different methods for determining the capture area.
The figure shows that where the capture area is not
truncated predicted Ene is increased by more than
a factor of four. This is because using the simplest
semi-circular capture area method all predicted cap-
ture areas are semi-circular in shape, even in relatively
shallow areas of the river and near to the banks. When
truncation is included all areas within 1-0.5m of the
banks, and very shallow parts of the river, have Epet
values that are reduced. The highest area of Epet 18
in the deepest part of the river, on the inside of the
bend. However, Epg is relatively uniform throughout
the middle of the river, particularly at the downstream
end of the reach.

When the RDrequired method is used a contrasting
map of Eynet is predicted. The RDrequired method pre-
dicts that near-bank locations have higher E,. than
the truncated semi-circular method. This is because



166 D.J. Booker et al./Ecological Modelling 177 (2004) 157—177
5 8 7 5
1 2 3 4
96 sy oo e as s 561 « e
xi o (2] ®
_esl &, 05 l a5 4 |« as O X } 295 a5l o as g’ * a5 o
£ : k ) i'* = o
go4 3 iy a4 k04 g « a4l 00X g4 oa| o 5.4 g Y g
B ix !
5 e i ? o a o d I o
goa 9.3 g 0.3 ¢ x93 &“_;j &93 93 23 8§/ 93 o
Boo2 vzl @ 92 ¢ J» 92 8oz 9.2 92 92 .g
g e} X Q X Q \
- >
9.1 if - 9.1 - 8.1 9.1 9.4 g1 9.1
9 9 g s s 9 o s
02 0 0204 .02 0 0204 02 0 0204 -02 0 0204 42 00204 42 00204 470 0zod L7 o o50d
o i -1
Velocity ms Velogity ms™ 1
o 10 1 12 13 12 15 16 17
YT 96 e, , 98 28 98: | J 98 . 98 98
o k | I o ! i f
o8 | es) o« es G [° as| o 95 GJ 255 Py sst O [ aes E Eoas| b
E ; | s} o ! | ; o x|
£ a ! of ¢ P £ in
& 0.4 g ’j 94l g aal 5[ a4 o 04 ol G o4 9.4 g IL’ 94| & [ w4} 0 X
4 i < x
5 o o o e LI B a3 Za3 saf O 17 ey $ t 83 g i
293 83} o ,7/ 9.3 g{x 2 o . 2g Mo [l o | o
b e & ) : o G
892 92]  } 92 gi. ez - 82 Ba2 200 [ 7 22 9z} @
g v af« 2 ! g ?
9.1 21 e % 54 B 64 g1t .7 sif O~ a1
9 gl 9 9 gl e 9 g — 9 -
42 00204 02 00204 02 0 0204 52 0 0204 52 0 0202 02 00204 42 00204 02 0 0204 02 0 0204
Velocity ms™ Velochy ms” !

Fig. 4. Observed and predicted velocity profiles measured during a 0.52m>s~! flow at locations 1-17 shown in Fig. 3. Lines indicate
predict velocity (solid for maximum velocity and dashed for secondary flow). Symbols represent observed velocity (crosses for maximum

velocity and circles for secondary flow).

the RDrequired method allows simulated fish to have
lower swimming cost whilst still being able to feed
in the more profitable faster flowing areas toward the
middle of the channel. Cross-stream gradients in Epe
at some locations are also reduced for the same rea-
son. This is reflected in cumulative frequency curves

0.7

y = 1.004x + 0.024
R?= 0688 o ’

Observeded velocity (ms”)
o o o = o
[\%] w F-N [4,] [=))
. . . ‘ .

o
-
L

o
o

02 03 04 05 06 07
Predicted velocity (ms')

Fig. 5. A comparison of the observed and predicted velocity
measurements at a flow of 0.52m?s™! (n = 113). Dashed line is
x = y. Solid line is best fit to data.

of Enet calculated using these two methods (Fig. 7).
So, even though the RDrequired method gives a finer
resolution of spatial variation, there are more locations
within the model that have similar values of Epet.

Ene is relatively high in the downstream end of
the reach. This is because this area has a relatively
uniform bed shape causing the least lateral gradients
in velocity. High Ey is predicted here because the
cross-sectional area is smaller, producing higher ve-
locities and a higher rate of prey delivery, and capture
arcas are truncated less in the deeper water.

3.3. Comparing predicted Ene with observed fish
locations

The bioenergetic model was run for each occasion
on which fish were observed, using the RDrequired
method, input from the hydraulic model for a dis-
charge of 0.4m®s~!, measured drift densities and
measured temperature. For the entire model domain,
Enet was predicted for Lgg, = 0.1 and 0.2 m at both
high and low drift densities (Fig. 8). Results show that
Ener did change with Lgg, but that the spatial pattern
of Enet was very similar. This means that the areas of
highest Eye; for the 0.1 m fish were the same as those
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Fig. 6. Predicted E,. for different capture area calculation meth-
ods. Top: simplest semi-circular, middle: semi-circular, truncated,
bottorn: RDrequired. Discharge = 0.4m’s™!, H = 0.04m,
Lfisn = 0.1m, average Ndensity (Neate, 1999). Flow is from top to
bottom,

for the 0.2m fish at both drift densities. The model
predicted that some locations with faster velocity
could be occupied by 0.2m fish but not by 0.1 m fish
due to their stower swimming speeds. However, these
were very shallow locations that had relatively low
predicted Eqe; for the 0.2m fish. Alternatively, for
the lower drift density simulation some areas were
less emergetically profitable for the larger fish because
their swimming costs were disproportionately costly
in comparison with the smaller fish.

Given that the spatial pattern of £y did not change
significantly with Lggp, observed fish locations for all
fish sizes on each occasion were compared with the
predicted pattern of Epe for a 0.1 m fish (Fig. 9). Visual
inspection of Fig. 9 suggests that fish were often found
in or near to areas of generally higher Epe.

The following hypotheses were tested on predic-
tions for 0.1 m fish for the six occasions on which fish
were observed. '

Hypothesis 1. All observed fish preferred areas of the
stream with higher £t (or vgsh) (tested by comparing
Erer (or vash) at observed fish locations and predicted
£t (or vgg) for the entire model domain).

Hypothesis 2. Same as for Hypothesis 1 but using
feeding fish only.

Hypothesis 3. Feeding fish preferred areas of higher
Enet {or vrsh) than resting fish (tested by comparing
Epet at locations of feeding and resting fish).

Hypothesis 4. Resting fish avoid areas of higher vgg,
(data as for Hypothesis 1 but using resting fish only).

Habitat preference indices (Fig. 10) were used to
test Hypotheses 1, 2 and 4 for predicted Epe {or
vsish) and were calculated using the method of Jacobs
(1974):

ni—Ppi
Dj=——t & 22
Critpi—2nips @2)

where D is the calculated preference in class i, r is the
proportion of habitat used in class ¢ and p is the pro-
portiont of habitat available in class i. Positive indices
indicate selective use of that habitat class and negative
values indicate avoidance of that habitat class. Five
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Fig. 8. Comparison of predicted e for 0.1 and 0.2m Fy. for 07/07/99 night (high drift density) and 12/07/00 day (low drift density)

(n = 12,096).

classes of equal width were used, although the con- 3.4. Interpretation of calculated preference and
clusions did not change if either four or six classes Statistical tests

were chosen. Hypotheses 1-4 were also tested by com-
paning the mean or median values of predicted Epg
(or vfigh) using r-testsy ANOVA and the nonparametric
Wilcoxon/Mann-Whitney test (Hollander and Wolfe,
1973). Boxplots of the data are shown in Fig. 11.

There is considerable evidence that the observed
fish locations were also areas of relatively high pre-
dicted Eper (Table 5). This supports Hypothesis 1.
Visual inspection of the preference graphs supports
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this on five out of six occasions, and the statistical
tests support this on four out of six occasions. The ex-
ceptions were Occasion 3 from the preference graphs
and Occasions 1 and 3 from the statistical tests. These

were night surveys with the highest overail drifi
densities,

There is evidence to support Hypothesis 2 on four
out of six occasions from the preference graphs, and
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Fig. 11. Boxplots for each occasion of predicted Eper and wgg, for the whole reach, for observed resting fish, and for observed feeding

fish. Numbers above boxes refer to sample sizes in each category,

four out of six occasions from the statistical tests. The
exceptions were Oceasions 3 and 5 from both the pref-
erence graphs and the statistical tests. Occasion 5 had
the lowest drift density which consisted of relatively
small prey. There is no evidence to support Hypothesis
3 on any occasion.

Figs. 10 and 11 show results for vgg, in addition
to those for E,. There is strong evidence to support
Hypothesis 4 on all occasions using both visual in-
spection of the preference data and the statistical tests.
For predicted vgg,, the first three hypotheses were sup-
ported only on Occasion 5, suggesting that £, is a
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Table 5
Results from preference calculations and statistical tests
Occasion 1, Occasion 2, Occasion 3, Occasion 4, Occasion 5, Occasion 6,
07/07/1999, 17/11/1993, 17/11/1999, 18/11/1999, 12/07/2000, 09/09/2600,
night day night day day day
Interpretation of mapped Epe (Fig. 9)
Hypothesis 1 Epq Y Y N Y Y Y
Hypothesis 2 Eq Y Y N Y N Y
Hypothesis 3 Ey, N N N N N N
Interpretation of preference calcufation (Fig. 10)
Hypothesis | Ep Y Y [§) Y Y Y
Hypothesis 2 £ Y Y N Y U Y
Hypothesis 4 vgg, U Y Y Y Y Y
Wilcoxon/Mann—Whitney test
Hypothesis | E,y 0.30 0 0.99 0 0.0068 0
Hypothesis 2 E. 0.033 0.0045 0.84 0 0.26 0
Hypothesis 3 Epe .34 0.89 0.88 0.17 0.99 0.82
Hypothesis 1 vgg 0.73 ¢.29 0.21 0.26 0.015 0.062
Hypothesis 2 vgg, 0.95 0.17 .14 0.9 0.0032 0.058
Hypothesis 3 vgg, 0.68 0.24 0.27 0.35 0.023 0.37
Hypothesis 4 vgg, 0 [0} 0 0 0 0

Y indicates hypothesis supported. N indicates hypothesis not supported. U

level of test. Zeros indicate values less than 102,

more useful predictor of habitat quality than Vfish. The
results indicate that resting fish were selecting areas of
low velocity, but not necessarily areas of low Epg. All
fish generally associated with high E,e except when
Ener was very high overall. This could be because when
energy as drift food is high everywhere in the reach,
there is less need for fish to select the most profitable
locations.

Feeding fish were associated with areas of high Epet
except where Epne was very low overall. This couid
be because predicted Epe does not reflect true Epn at
low drift densities. Drift density may be more spatially
variable and driven in part by hydraulic and ecological
processes that are not explicitly modelled here; for ex-
ample, proximity to areas of invertebrate entrainment
(Eliott, 1970; Anderwald et al.,, 1991; Stark et al.,
2002).

4. Discussion

We have demonstrated that knowledge of the pro-
cesses controlling hydraulics and physiology can
be combined in order to produce testable, physi-
cally based habitat predictions. Feeding and resting
salmonids selected areas of high bioenergetic prof-

indicates inconclusive results. Numbers indicate significance

itability and resting fish selected areas of low velocity,
However, this work has also shown that verification
of drift-feeding bicenergetic models is difficult. This
is because model calculations predict the erergetic
benefit of maintaining a certain position in the river
for drift feeding. This is being compared with the
actual locations of the fish in the river. This is not a
true test of the accuracy of the model because factors
other than energy intake can influence microhabitat
selection. For example, the proximity to other fish
(Valdimarsson and Metcalfe, 2001) and predation risk
or distance to cover (Mesick, 1988). The fish do not
spent 100% their time drift-feeding. They may feed
very efficiently for short periods of time and then
retreat to more sheltered locations (Gries and Juanes,
1998). Furthermore, the decision to select a certain
position may not result from conditions (e.g. drift
density) at that time, but conditions at a previous time
or conditions over a longer period of time. Also, a
fish may not have perfect knowledge of its habitat,
This means that fish feeding in an energetically poor
area may not be aware that there are more favourable
alternative positions elsewhere.

Reaction distance can be affected by turbidity
(Barrett et al., 1992) because fish vision is restricted
as turbidity increases. This was not a factor in com-
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parison of E,e and fish locations here as all fish
observations were made in clear water conditions.
However, reaction distance can also be reduced under
low light conditions. Hayes et al. (2000) stated that the
profitability of drift-feeding may become marginal at
night, because the reaction distance to small prey has
an asymptotic relationship with light intensity rapidly
declining at low levels (Vinyard and O’Brien, 1976;
Robinson and Trash, 1979; Henderson and Northcote,
1985; Hughes and Dill, 1990; Vogel and Beauchamp,
1999), but this limitation may be offset by the higher
drift densities and general activity of aquatic inverte-
brates at night (McLay, 1968; Elliott, 1970, Waters,
1972; Brittain and Eikeland, 1688). Metcalf ¢t al.
(1997) showed that below 0.1 Ix (similar to a full
moon with a clear sky) fish were more efficient at
intercepting food in slower fiowing water. Table |
shows that light levels, in terms of solar radiation,
did vary between the snorkelling occasions. Although
these measurements are not directly comparable with
those taken by Metcalf et al. (1997) they did show
that variations in light may have been sufficient to
cause reductions in R at low light levels. However, the
effect of a reduction in R for any given Lggy would be
stmilar to that of reducing Lgg,. Fig. 8 shows that this
would reduce the values of predicted E,. but not its
spatial pattern. Therefore, comparisons of predicted
Enet and observed fish locations during very low light
levels, such as at night, are valid.

Spatially distributed predictions of drift-feeding
habitat quality for juvenile salmonids using three-
dimension hydraulic information coupled with bicen-
ergetic models incorporate many advantages over
alternative physical habitat models. Bioenergetic
model predictions do not rely on empirical Habitat
Suitability Indices (HSIs). Use of HSIs has been
criticised in the past for relying on expert opinion
or, their lack of ecological reality (e.g. Orth and
Maughan, 1982; Gore and Nestler, 1988; Holm et al,,
2001). A physically based bioenergetic model avoids
these problems. Furthermore, models that include
process representation provide greater explanatory
capabilities. This is because the effects of changes
in specific factors can be separated from other model
variables. The major advantage of bioenergetic mod-
elling is that it uses available energy to describe
habitat quality rather than empirically derived fune-
tions; the latter are difficult to extrapolate and do not

explain habitat use. The use of energy also allows
validation against population levels or growth poten-
tial which has proved difficult with empirical habitat
models (Mathur et al., 1985). This work has shown
that activity (feeding or resting) influences habitat
selection. This implies that favourable conditions for
a range of activities is required, even for a single
life stage. This contradicts with habitat assessments
that use a single HSI for a life stage regardiess of
activity.

Given appropriate model testing, more confidence
can be placed in physically based predictions of con-
ditions outside the measured range in comparison to
empirically based models. This is particularly benefi-
cial where assessments of hypothetical scenarios are
required, such as changes in flow regime. It is rela-
tively easy to make predictions of e given predicted
hydraulic patterns at different discharges and a fixed
drift density (Fig. 12). However, further research is
required before this type of bioenergetic approach can
be applied for environmental flow setting (Hayes et al.,
2003). This is because it is difficult to predict spatial
patierns in drift-density and changes in drift-density
with changes in discharge at different times of day and
year without large field data sets (Elliott, 2002; Hayes
et al., 2003). Environmental flow setting also requires
meaningful interpretation of predictions over a range
of flows. Simply knowing the pattern of available
£net does not allow identification of a minimum
flow.

Results have shown that the resolution of spatial
variation in drifi-feeding habitat is relatively fine
in both the cross-stream and streamwise directions.
Large changes in habitat quality can occur over very
small distances. This means that assessment tools
operating at the meso-habitat scale may not be able
to detect changes in habitat quality. For example, a
cross-section-based investigation of physical habitat
of the reach shown in Fig. 9 might contain four to five
cross-sections, each set across the middle of a riffle,
pool or glide. However, predicted Epnec shows that
small changes in the location of these cross-sections
would play an important role in the final outcome of
the investigation, Fig. 9 also shows that habitat qual-
ity varies continuously, not only in the cross-stream
direction, but also in the streamwise direction. A
spatially continuous model allows investigation of
physical changes in channel morphology at a specific
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Fig. 12. Cumnlative frequency of E. using the average drift density {see Table 1) at different discharges,

location, for example, the impact of building a bridge
or narrowing for river restoration.

Spatial representations of habitat quality may also
assist in the development of IBMs (Grimm, 1999)
for trout and salmon juveniles (Railsback and Harvey,
2002). For example, simulations of mortality rates and
movement rules based on interactions between indi-
viduals may be sensitive to the spatial and temporal
distribution of habitats (Railsback et al., 1999),

There are also disadvantages to employing bioen-
ergetic models for physical habitat assessment and
prediction. Bioenergetic models rely on the accuracy
of various experiments and equations describing the
physiological principles. Uncertainties within these
equations will filter through to affect the fina] results.
In addition, a large amount of field data and expertise
are required fo apply and test CFD models and the
results produced often cover a relatively small area
due to the requirement for high resolution field data
to specify boundary conditions and the high computa-
tional demands of the model. Further work is required
to investigate the utility of applying bioenergetic mod-
els linked to two- and three-dimensional hydraulic
models in more complex channels (e.g. Waddle, 2000;
Crowder and Diplas, 20004) and whether these mod-
els can be upscaled to the catchment scale (Crowder
and Diplas, 2000b; Crowder and Diplas, 2002).

5. Conclusion

This paper has described the use of a physi-
cally based three-dimensional bioenergetic mode} for
drift-feeding salmonid habitat in a river. Modelled
Enet Was a good predictor of fish habitat use, except
when drift density was high, and a good predictor
of habitat used by feeding fish except when drift
density was low. Nose velocity was not a useful pre-
dictor of habitat use by feeding fish, but resting fish
did strongly select for low nose velocities. However,
model testing is made difficult because behaviour of
juvenile fish is affected by competition with other
fish, cover from predation and imperfect knowledge
of available habitat, as well as the energetic efficiency
of available feeding locations.
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